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C-Mode Real-Time Tomographic Reflection for a
Matrix Array Ultrasound Sonic Flashlight1

George Stetten, MD, PhD, Aaron Cois, Wilson Chang, PhD, Damion Shelton, MS, Robert Tamburo, MS,
John Castellucci, MS, Olaf von Ramm, PhD

Rationale and Objectives. Real-time tomographic reflection (RTTR) permits in situ visualization of tomographic images so
that natural hand-eye coordination can be used directly during invasive procedures. The method uses a half-silvered mirror to
merge the visual outer surface of the patient with a simultaneous scan of the patient’s interior without requiring a head-mounted
display or tracking. A viewpoint-independent virtual image is reflected precisely into its actual location. When applied to ultra-
sound, we call the resulting RTTR device the sonic flashlight. We previously implemented the sonic flashlight using conven-
tional two-dimensional ultrasound scanners that produce B-mode slices. Real-time three-dimensional (RT3D) ultrasound scan-
ners recently have been developed that permit RTTR to be applied to slices with other orientations, including C-mode (parallel
to the face of the transducer). Such slice orientation may offer advantages for image-guided intervention.

Materials and Methods. Using a prototype scanner developed at Duke University (Durham, NC) with a matrix array that
electronically steers an ultrasound beam at high speed in 3D, we implemented a sonic flashlight capable of displaying C-mode
images in situ in real time.

Results. We present the first images from the C-mode sonic flashlight, showing bones of the hand and the cardiac ventricles.

Conclusion. The extension of RTTR to matrix array RT3D ultrasound offers the ability to visualize in situ slices
other than the conventional B-mode slice, including C-mode slices parallel to the face of the transducer. This orien-
tation may provide a broader target, facilitating certain interventional procedures. Future work is discussed, includ-
ing display of slices with arbitrary orientation and use of a holographic optical element instead of a mirror.

Key Words. Sonic flashlight; real-time tomographic reflection (RTTR); augmented reality; three-dimensional (3D) ultra-
sound; C-mode.
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UNCOSince the discovery of x-rays, clinicians have been presented
with a wide assortment of imaging modalities yielding maps
of localized structure and function within the patient. Many
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of these modalities are tomographic, meaning that the data
can represent measurements at discrete locations within the
patient. The development of new techniques to display such
data has lagged behind the imaging modalities themselves.
The standard method for human interpretation still is to view
a photographic film or electronic screen detached from the
patient. The ability to instead view an image at its actual
location within the patient in real time could have a broad
impact on the diagnosis and treatment of disease by provid-
ing in situ guidance for invasive procedures.

The main approach to fuse images with a direct view
of the patient derives from research in augmented reality,
so named to differentiate it from the more widely used
phrase virtual reality. There is nothing virtual about real
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images of real patients. A number of researchers have
worked to develop ways to merge images with the per-
ceptual real world. Fuchs, Sauer, and others have built
augmented reality systems based on the head-mounted
display (HMD), a type of device that generally replaces
direct human vision with miniature video cameras and
display screens mounted in front of each eye (1–3). The
HMD permits the merger of video views of the patient
with image data (eg, from an ultrasound scan) rendered
from an appropriate perspective. That perspective is deter-
mined by tracking both the HMD and the ultrasound
transducer, usually held by the wearer of the HMD. These
systems have not found wide acceptance, in part because
of their complexity and expense. Significant problems
remain unresolved, such as limited peripheral vision, reso-
lution lower than human vision, and latency in image reg-
istration. Range-dependent ocular convergence for stereo-
scopic vision and accommodation of the lens have not yet
been well addressed, and pupil motion in the HMD pro-
duces noticeable error. The weight, isolation, and need for
a tether have further discouraged clinical use. Some of
these problems undoubtedly will be addressed in time, but
the approach remains inherently complex and challenging.

A different approach is to use a half-silvered mirror
detached from the observer, placed in such a way to per-
mit merger of image data with normal direct vision, thus
reducing the apparatus that the operator must wear. Di-
Gioia and his group at the Carnegie Mellon Robotics In-
stitute (Pittsburgh, PA) have developed a system called
image overlay (4,5). They place a patient beneath a large
half-silvered mirror, above which is mounted a flat-panel
monitor displaying a three-dimensional (3D) rendering of
computed tomographic (CT) data. The operator looks
down through the mirror at the patient and sees the re-
flected CT rendering superimposed on the patient. The
operator wears only a small head-tracking optical trans-
mitter, required to determine the proper perspective from
which the CT data must be rendered for that particular
viewpoint. A second tracking device must be attached to
the patient to achieve proper registration between the pa-
tient and CT data because the data are not acquired in
real time. Special liquid crystal display (LCD) shutter
glasses are needed if stereoscopic visualization is desired.

Our approach, which we call real time tomographic
reflection (RTTR), extends and simplifies image overlay.
We previously reported the concept of RTTR and applied
it successfully to ultrasound (6,7). We briefly review this

prior work, along with related research by ourselves and
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others, and describe its extension to real-time 3D (RT3D)
ultrasound.

Conventional two-dimensional (2D) ultrasound pro-
duces a tomographic slice within the patient representing
a set of 3D locations that lie in a plane. The image of
such a tomographic slice, displayed on a flat-panel moni-
tor at its correct size, can be reflected by a mirror to oc-
cupy the same physical space as the actual slice within
the patient. If a half-silvered mirror is used, the patient
can be viewed through the mirror with the reflected image
of the slice accurately superimposed on the direct view of
the patient, independent of viewer location. The reflected
image truly is occupying its correct location and does not
require a particular perspective to be rendered correctly.
This is possible because, unlike DiGioia’s 3D CT data,
ultrasound data are restricted to a single planar slice, for
which a virtual image can be generated unambiguously
from the flat-panel monitor.

To accomplish RTTR, certain geometric relationships
must exist between the slice being scanned, the monitor
displaying the slice, and the mirror. As shown in Figure
1, the mirror must bisect the angle between the slice and
the monitor. On the monitor, the image must be correctly
translated and rotated so that each point in the image is
paired with its corresponding point in the slice. By funda-
mental laws of optics, the ultrasound image will appear at

Figure 1. Schematic representation of an ultrasound RTTR de-
vice, or sonic flashlight.
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The RTTR ultrasound apparatus, or sonic flashlight,
can be constructed in a number of configurations. As
shown in Figure 2, the model 4 prototype B-mode sonic
flashlight is constructed around a standard ultrasound ma-
chine (Pie Medical 50S Tringa) and produces a conven-
tional B-mode scan along the axis of the ultrasound trans-
ducer. The flat-panel monitor also is mounted along the
axis of the transducer, with the mirror bisecting the angle
between the transducer and monitor. A special monitor is
used (13.2-cm diagonal; FE524G1; Pixtech Inc., defunct)
based on field-effect display (FED) technology. The FED
is a variation on the standard cathode ray tube (CRT) per-
mitting a flat-panel configuration by generating electron
beams at each pixel from individual emitter tips, instead
of steering a single beam with a magnetic coil, as in a
standard CRT (8). The FED shows the same excellent
off-angle viewing characteristics as the CRT, and this is
essential for the B-mode sonic flashlight configuration
because of its steep viewing angle. The FED display has
proven commercially noncompetitive with a newer tech-
nology, the organic light-emitting diode (OLED), which
has the same wide viewing angle of the FED, but also
shows superior resolution, dynamic range, and color capa-
bility while being much thinner and lighter in weight. The
only disadvantage of the OLED is that it is not presently
available with as large a screen as the FED.

The mirror of the model 4 sonic flashlight is mounted
perpendicular to the axis so that the image on the flat-
panel monitor is reflected to occupy the space being

Figure 2. Model 4 of the sonic flashlight, showing the relation-
ship of its components.
scanned by the ultrasound transducer. A single operator
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may hold the device in one hand while performing an
invasive procedure with the other. Alternatively, because
the location of the virtual image is independent of view-
point, several people can view the image simultaneously,
facilitating cooperation or training.

In Figure 3, the model 4 sonic flashlight from Figure 2
is shown in use. A human hand is seen with the trans-
ducer pressed against the soft tissue between the thumb
and index finger. Although not a common target for clini-
cal ultrasound, the hand was chosen because it clearly
shows successful alignment. The external surfaces of the
hand are located consistent with structures within the ul-
trasound image. The photograph cannot convey the strong
sense, derived from stereoscopic vision, that the reflected
image is located within the hand. This sense is intensified
by head motion because the image remains properly
aligned from different viewpoints. To one experiencing
the technique in person, ultrasound targets within the
hand are clearly accessible to direct percutaneous injec-
tion, biopsy, or excision.

To validate the use of the sonic flashlight in guiding
needle placement, we conducted a number of studies
comparing the ability of an operator to insert a needle
into a latex tube embedded in a gel ultrasound phantom
by using the sonic flashlight versus a conventional ultra-
sound machine. With the conventional ultrasound ma-
chine, the operator must look away from the target,
whereas with the sonic flashlight, the operator guides the
needle directly into the virtual image. We have shown

Figure 3. Photograph from the viewpoint of the operator show-
ing a scan of the hand using the apparatus in Figure 2. The re-
flected ultrasound image is merged with the direct visual image.
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the needle into the tube more rapidly with the sonic flash-
light than with conventional ultrasound, and the novice
learns the procedure more rapidly with the sonic flashlight
than with conventional ultrasound (9,10).

We also conducted a number of studies placing nee-
dles in cadavers guided by the sonic flashlight. In the first
study, we used the sonic flashlight to guide insertion of a
needle into the retrobulbar region behind the eye, show-
ing how the safety of such procedures might be improved
during the injection of drugs before eye surgery (11). We
also showed central venous access through needle place-
ment in the subclavian vein in a cadaver (12) and the bi-
opsy of a target in a cadaveric brain simulating a cranial
tumor or abscess (13). In particular, this last application
impressed the neurosurgeon with the ability of having in
situ image guidance on an exposed organ, such as the
brain, so that he would not have to look away from the
tip of his scalpel at such a delicate moment.

At the time of this writing, the first clinical trials of
the sonic flashlight in patients are just commencing. Our
initial application is the placement of peripherally inserted
central catheters in the deep veins of the arm. The first
clinically viable version of the sonic flashlight, the model
5 (Figure 4), was developed for this purpose. It consists
of a 10-MHz phased-array scanner (Terason, Burlington,
MA) modified by attaching a flat-panel display (5.5-cm
diagonal; AM550L OLED; Kodak, Rochester, NY) and a
20 � 50 � 1-mm half-silvered mirror. The OLED pro-
vides high-definition color images, including Doppler,
with excellent off-angle viewing. After validating clinical
use of the sonic flashlight in the veins of the arm, we

Figure 4. Model 5 of the sonic flashlight, ready for clinical test-
ing, uses a phased-array 10-MHz ultrasound scanner and an
OLED display.
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intend to conduct trials on other targets with more critical
significance, including the jugular vein, shown in Figure 5
with its accompanying carotid artery. We hope the sonic
flashlight improves safety while inserting a central cathe-
ter into the jugular vein by helping avoid inadvertent
puncture of the carotid artery.

In addition to direct image guidance, we explored the
application of the underlying concept of the sonic flash-
light, which we call RTTR, to master-slave robotic de-
vices (14,15). Here, the virtual image is superimposed on
a master controller held in the operator’s hand while a
remote slave device interacts with the target being
scanned. The relative scales of the master and slave envi-
ronments are no longer fixed one to one, permitting mac-
roscopic control of such remote small-scale interactions as
might take place in the laboratory under a microscope or
within a patient at the end of a catheter or endoscope.

Other researchers have applied RTTR to imaging mo-
dalities in addition to ultrasound. In particular, Masamune
et al (16) have built several working versions around the
gantry of a CT scanner. The concept is the same. Assum-
ing that the patient has not moved between the time of
the scan and the invasive procedure, a stable virtual im-
age of the CT slice can be projected by using a half-sil-
vered mirror and a flat-panel monitor so that the operator
can aim for targets in the virtual image within the patient.

This report presents the first application of RTTR to
3D ultrasound. In particular, we have chosen RT3D ultra-
sound, which has been available commercially since the
mid 1990s through Volumetrics Medical Imaging, Inc., a
spin-off from Duke University, where several of the au-

Figure 5. View of the jugular vein and carotid artery within a
subject’s neck, using the model 5 clinical sonic flashlight shown
in Figure 4.
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thors participated in developing this technology (17,18).
Volumetrics Medical Imaging, Inc, sold fewer than 25
scanners in the United States and abroad during its short
life span. These first practical RT3D ultrasound scanners
have been used in numerous research projects, mainly
involving the motion of the heart, an application for
which RT3D ultrasound is uniquely suited. Previously, all
other commercial 3D ultrasound scanners gathered volu-
metric data by mechanically “wobbling” a conventional
array through the third dimension. Because the matrix-
array (Figure 6) of the RT3D scanner has no moving
parts, it can achieve faster scan rates (22 entire volumes/s).
This is particularly important for imaging the heart because
an individual cardiac cycle can be captured, eliminating
the need for gating to the electrocardiogram and averag-
ing multiple cardiac cycles. Because the diseased heart is
often arrhythmic and even the normal heart is never com-
pletely periodic, capturing individual cardiac cycles pro-
vides a unique advantage over averaging multiple cardiac
cycles when studying heart shape and motion in 3D. Al-
though developed originally for cardiac applications,
RT3D ultrasound, with its high speed, also is well suited
to real-time guidance of invasive procedures, permitting
the construction of a C-mode sonic flashlight with no ap-
parent latency. The particular scanner that we used for the
C-mode sonic flashlight is known as “T4,” a prototype for
the Volumetrics scanner built at Duke University. Phillips
Inc. recently introduced a similar RT3D scanner commer-

Figure 6. (Left) The conventional 2D ultr
ments to steer the direction of transmissio
sion, capturing a single sector or B-mode
uses a matrix array to steer in both azimu
bottomed pyramid of data.
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cially, but it cannot generate the full 60° � 60° volume
provided by the Duke scanner in real time.

RT3D ultrasound can generate slices with any orienta-
tion relative to the transducer. For example, the scanner
permits two orthogonal B-mode slices to be visualized
simultaneously, as well as a so-called “C-mode” slice,
parallel to the face of the transducer at any depth within
the pyramid. The orientations of B-mode and C-mode
slices within the RT3D “pyramid” (the shape of the data
volume is not really a pyramid, but a solid sector of a
sphere) are shown in the left side of Figure 7. We chose
the C-mode slice orientation for our first RT3D sonic
flashlight. Any arbitrary orientation could be chosen to
display in real time. These are known as I-mode, or “in-
clined” slices, as shown on the right side of Figure 7.
Future plans for an I-mode sonic flashlight are described
in Discussion.

MATERIALS AND METHODS

A diagram of our C-mode sonic flashlight is shown in
Figure 8, and the actual apparatus is shown in Figure 9. In
contrast to the B-mode sonic flashlights shown in Figures
1–5, the flat-panel monitor in the C-mode sonic flashlight is
mounted parallel to the face of the ultrasound probe so that
its reflection occupies a C-mode slice on the other side of
the mirror. The monitor is mounted in a track to permit se-

d scanner uses a row of transducer ele-
d reception along the azimuth dimen-
. (Right) The RT3D ultrasound scanner
d elevation, capturing an entire round-
asoun
n an
slice

th an
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lection of the appropriate depth for any C-mode slice within
the 3D ultrasound scan. Unlike the B-mode sonic flashlight,
which has a steep viewing angle that requires a specialized
display, a conventional backlit LCD is acceptable in the C-
mode sonic flashlight because the image is viewed from
nearly a 90° angle.

Clearly, an accurate method for calibration is required.
Without adequate calibration, the sonic flashlight would
be unable to guide an invasive procedure safely. That
said, calibration may have to be performed only once be-
cause it depends solely on the geometric relationships of
the constituent parts of the device. (In practice, we expect
routine validation of calibration to be standard.) Calibra-
tion requires careful consideration of the df in the regis-
tration of the scanned slice and virtual image. The chal-
lenge is to make each pixel in the virtual image occupy

Figure 7. Different modes of slicing the
B-mode slices; each can be swept throug
shown is a C-mode slice, parallel to the fa
or down (toward or away from the transdu
any arbitrary orientation and location.

Figure 8. Diagram of the C-mode sonic flashlight based on
RT3D ultrasound.
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and therefore appear to emanate from its actual 3D loca-
tion in the slice. For the sake of this description, we con-
sider only the geometric transform of a rigid body, ie, we
assume that a perfectly flat ultrasound slice is displayed
without distortion at its correct scale on a perfectly flat
monitor. The geometric transform required to superim-
pose the virtual image onto the slice can be represented
as two sets of translations and rotations, each with 3 df.
The first (two rotations and one translation) allows the
flat-panel display to be moved physically into its correct
plane, making the virtual image coplanar with the actual
ultrasound slice, shown in Figure 10a. We can achieve
the translation by sliding the display in its track, and the
two rotations, by ensuring that the display and mirror are
both parallel to the face of the ultrasound transducer. The
second (two translations and one rotation) is achieved by

ultrasound data. (Left) Two orthogonal
pyramid to cover the entire data. Also

f the transducer, which can be swept up
(Right) An I-mode slice, which can have

Figure 9. Implementation of the C-mode sonic flashlight; the
flat-panel monitor can slide in its track to adjust the virtual image
to any desired depth.
RT3D
h the
ce o
cer).
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adjusting the image of the ultrasound slice on the flat-
panel monitor, as shown in Figure 10b.

For the initial prototype of the C-mode sonic flashlight,
calibration was achieved by adjusting the depth of the virtual
image to the known depth of the slice, determined by the
scanner. Center location and aspect ratio (1:1) of the image
on the screen was adjusted by eye. Scale then was adjusted
visually to produce matching velocities between the ultra-
sound image and surface landmarks as the transducer was
moved laterally over the target. More accurate calibration
could be achieved in a manner similar to techniques we al-
ready developed and described elsewhere for the B-mode
sonic flashlight (19).

RESULTS

Figure 11 shows an in situ C-mode image of the meta-
carpal bones in the left hand as seen through the half-
silvered mirror of the C-mode sonic flashlight (from Fig-
ure 9). The C-mode image appears more naturally “illu-
minated” by the ultrasound than the B-mode image
because the C-mode slice cuts across the ultrasound beam
and its pixels do not block each other along the ultra-
sound beam. The C-mode image therefore does not ex-
hibit the shadows that normally streak across the B-mode
image. Structures in a C-mode image appear to reflect
ultrasound the way they would reflect light. Whereas the
B-mode sonic flashlight, in a sense, “looks” like a flash-
light, with a sector-shaped beam emanating from the
transducer tip, the C-mode sonic flashlight “acts” like a
flashlight, illuminating a square area at a given depth.

Figure 10. Transforms for (a) physically moving the display and
(b) moving the image on the screen, required to register the vir-
tual image with the actual slice.
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Figure 12 shows the left and right ventricles of a hu-
man heart in their appropriate locations. With the apex of
the heart oriented toward the scanner, the C-mode image
approximates what would normally be called a short-axis
view in a conventional B-mode image acquired through
the thoracic wall. Although the image quality of the pro-

Figure 11. The C-mode sonic flashlight produces an in situ im-
age of the hand, showing the third and fourth metacarpals at their
appropriate locations.

Figure 12. Left (LV) and right (RV) cardiac ventricles seen in situ
using the C-mode sonic flashlight. Insert is magnified to show the
correct shape of each ventricle. The LV is round, whereas the RV
is crescent shaped.
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totype RT3D scanner does not match that of present 2D
scanners, the recognizable shapes of the two ventricles
can be identified: the round left ventricle and crescent-
shaped right ventricle.

DISCUSSION

Superimposing ultrasound images on human vision
by using RTTR may improve an operator’s ability to
find targets while avoiding damage to neighboring
structures and facilitating interpretation of ultrasound
images by relating them spatially to external anatomy.
As such, it holds promise for increasing accuracy, ease,
and safety during percutaneous biopsy of suspected
tumors, amniocentesis, fetal surgery, brain surgery, in-
sertion of catheters, tendon surgery, removal of foreign
bodies, and many other interventional procedures. The
extension of RTTR to matrix-array RT3D ultrasound
offers the ability to visualize in situ slices other than
the conventional B-mode slice, including C-mode slices
parallel to the face of the transducer. This may be ad-
vantageous for guiding particular invasive procedures
by providing slice orientations with greater accessibil-
ity from the body surface.

We currently are pursuing a number of research di-
rections for the sonic flashlight in general. In addition
to C-mode slices, RT3D ultrasound can provide arbi-
trary slices, called I-mode slices, as described (right
side of Figure 7). We are developing a new version of
the sonic flashlight capable of displaying I-mode slices
in situ, as shown in Figure 13. By separating the trans-
ducer from the display-mirror assembly, it is possible
to manually move the virtual image through the data
pyramid. Installing trackers (optical, radio, or mechani-
cal) on both devices will permit their relative location
and orientation to be determined and the appropriate
slice to be displayed on the flat-panel monitor. Such a
system could provide unique flexibility in terms of type
and location of images available for guidance of inva-
sive procedures.

Along another avenue of our research, we presently are
developing a holographic version that could provide par-
ticular advantages for the C-mode sonic flashlight. By
replacing the mirror with a holographic optical element, it
will be possible to reduce the size of the physical display
while making the virtual image as large as desired (20).
The physical display will be an LCD shutter array con-
trolling a laser. Theoretically, any mapping between real
8
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and virtual pixels is possible. Thus, a large C-mode image
could be created by a small off-center LCD shutter, de-
creasing occlusion of the field of view by the physical
display, a problem experienced in the present model of
the C-mode sonic flashlight.

We also are conducting psychophysical experiments
on the underlying mental processes involved in using
in situ virtual images for guidance. To facilitate this
research, we constructed a laboratory in which a virtual
sonic flashlight and a needle can be tracked optically
relative to an empty phantom (21). Computer-generated
targets can be defined within the empty phantom, and
the virtual sonic flashlight can be fed an image of the
slice that would result from the present location of the
flashlight relative to the virtual target generated within
the phantom. In this way, a variety of targets can be
tested quickly for the operator’s ability to hit them
with a tracked needle. Preliminary results have been
encouraging in that there are clearly a number of psy-
chophysical advantages to having an in situ virtual im-
age, including accurate and immediate perception of
distance from cues lacking in other displays for image
guidance, eg, accommodation of the lens.

Although commercialization and eventual routine clini-
cal use of the sonic flashlight are by no means certain,
research grants from the National Institutes of Health and
National Science Foundation are permitting the develop-
ment and testing of various embodiments of the underly-
ing concept. The sonic flashlight, including the C-mode
version, has been awarded a US patent (22).

Figure 13. Proposed I-mode sonic flashlight, in which the mir-
ror-display assembly is separated from the transducer and both
are tracked, permitting selection of slices with arbitrary orientation
and location within the data pyramid.
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