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Abstract. We describe here the first working prototype of a novel dis-
play for viewing 3D medical images. The position and orientation of a
freely movable touch-screen display are optically tracked and used to
continuously determine which slice to display within a 3D data set. The
slice is registered “in situ” relative to a fixed coordinate system, through
which the display is moved. We have coined the term “grab-a-slice” for
the new display, to connote the intuitive nature of the interaction it pro-
vides with volumetric data, potentially more so than that provided by
traditional fixed displays. With grab-a-slice, the user experiences the il-
lusion of slicing through an invisible patient. The touch-screen allows the
user to directly identify the location of any point of interest within the 3D
image data. Grab-a-slice has a number of possible clinical and scientific
applications. In particular, we are exploring its utility for improved vas-
cular tracing to identify pulmonary embolus in contrast-enhanced com-
puted tomography (CT). In addition, we are planning psychophysical
studies of how users explore and navigate through medical image data
with this new display. We are also developing methods of graphical aug-
mentation for grab-a-slice using stereo display, to improve the ability of
users to understand the raw content of a tomographic slice in the context
of the surrounding 3D anatomy and to improve their ability to navigate
through a 3D dataset. Finally, we are exploring the use of grab-a-slice to
supervise semi-automated image analysis routines.

1 Introduction

Three-dimensional medical images, such as those acquired by magnetic resonance
(MR), computed tomography (CT), or other volumetric imaging modalities have
been a great boon to physicians seeking to learn non-invasively about a patient’s
condition. In clinical practice, 3D images are generally still viewed one slice at
a time on a 2D display, using a mouse or keyboard to sequence through a stack
of such slices. The slices are usually oriented orthogonal to the cardinal axes
(sagittal, coronal, axial) representing samplings from the original 3D data, or
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the slices may be arbitrarily oriented, computed by interpolating values from
the original 3D data. In the current clinical reading room, the display screen re-
mains motionless before the observer as the slice is moved through the patient.
While this method of display has been sufficient for many applications, it cre-
ates a disconnect between the 3D anatomic relationships in the patient and the
stationary sequence of 2D images, especially when the slices represented are not
parallel, i.e., the view path is curved. Planning a procedure (e.g., image-guided
needle biopsy) in the 3D coordinates of the patient may be less than intuitive
when the images are displayed on such an immobile 2D screen.

To address this problem, we have constructed a special type of medical im-
age display that is free to move about in a 3D space representing the coordinate
system of the data. At any given time, the display shows a slice that corresponds
to the current location and orientation of the display. We hypothesize that ma-
nipulating such a display through what amounts to an “invisible patient” will
preserve the perception of 3D anatomic relationships in a way not possible with
current immobile displays. We use the term “grab-a-slice” to describe this new
type of display. We report here the first working prototype.

2 Related Work

Various methods have been developed for rendering 3D data onto a stationary
2D display, with or without special hardware for stereovision (e.g., Levoy’s classic
paper [1]), but these are not widely used by clinicians. Navigation through a 3D
environment has also inspired several approaches. Ware and Osborne [2] provide
a user interface for exploring virtual graphics environments they call “scene-in-
hand,” a virtual camera control that changes the perspective of 3D environment
in response to the manipulation of a tracked tool. Hinckley et al. use passive
interface props, [3] tracked objects that are simple and hand-held, to generate
tomographic slices of medical image data. The cubic mouse, [4] developed for
specification of 3D coordinates in graphics applications, consists of a tracked in-
hand device coupled with rods and buttons to specify motion of virtual objects
along various axes. Other approaches, including the SpaceBall line of products
(3DConnexion, Silicon Valley, CA) implement a non-tracked 3D navigation tool.
All of the above still used a stationary display, as opposed to the movable display
described here.

Tracked movable boom-mounted displays [5][6] that are counterbalanced so
that the operator can manipulate them by hand have been used as immersive
displays into 3D virtual environments. However, to our knowledge, they have
not been used for tomographic slicing of a volume.

Augmented reality systems in which head-mounted displays are coupled with
algorithms for 3D perspective rendering have been studied extensively. [7][8]This
approach has also been applied to viewing tomographic slices. [9][10]

The grab-a-slice display has evolved out of an effort in our laboratory and
elsewhere to develop image guidance systems that merge ultrasound (US) images
with a direct view of the patient. [11][12] Our device, called the Sonic Flash-



light (SF), consists of a small display and a half-silvered mirror mounted on a
conventional US transducer. Looking through the mirror, the operator sees the
reflection of the real-time US image floating in situ within the patient, precisely
where the scan is currently being obtained. The SF merges the US image, US
probe, operator’s hands, surgical instrument, and patient into the same field of
view, enabling perceptually guided action. Similar approaches have been taken
by others for displaying slices of CT and MR data in situ. [13–15]

We have conducted extensive research into the underlying psychophysical
properties of in situ image guidance. This research has demonstrated advantages
as compared to conventional displays in the accuracy of perceived target depth,
immunity to errors due to surface deformation, and the interpretation of shape
and pose of 3D targets. [16–20] We use the term “tomographic aperture” to
denote the manner in which 3D data is sampled by slicing, analogous to that of
a conventional aperture through which the world is sampled by projection. We
have found that the in situ image display provides a perceptual link between
in-plane and through-plane distance as well as a spatial buffer for memory to
combine sequential 2D information into a 3D context.

This avenue of research led us to conceive of the tracked grab-a-slice display,
which produces an in situ image with larger size and greater clarity than possible
with the SF. As opposed to the SF’s virtual image, which is limited by the
intervening mirror, grab-a-slice represents an easily manipulable tomographic
aperture based on a real image that can be touched with a finger to identify
individual points in 3D space.

3 Methods

We constructed a wooden frame for a 15” touch-screen display (Microtouch
M150, 3M, Inc.) that allows the display to be manipulated in 4 degrees of freedom
(DOF) with respect to a stationary tabletop. A user may move the display with
a single hand using one of two handles (see Figure 1). The apparatus is free to
translate across the tabletop in two directions (A and B), and to rotate about the
“yaw” axis (C), facilitated by Teflon pads under the platform, which provide low
dynamic friction and allow for comfortable one-handed manipulation. A hinged
mount with ball-bearing tracks permits the display to rotate about the “pitch”
axis (D). Sufficient static friction in the hinge and between the platform and
the tabletop, along with proper balance of the hinged assembly, guarantees that
the screen remains immobile when released. Rigid bodies have a total of 6 DOF,
but we deemed it unnecessary to physically implement the remaining 2 DOF:
translation in height normal to the tabletop and rotation in the “roll” direction
within the image plane. Both can be readily implemented in software, and a
footswitch can control, in effect, raising and lowering the invisible patient or
rolling the patient around the long axis from prone to supine. A seventh DOF,
isotropic scale, can also be manipulated in software, effectively magnifying or
shrinking the entire patient.



Fig. 1. The current grab-a-slice display can be manipulated in four degrees of freedom
(see text).

We mounted 10 infrared light-emitting diode (IRED) markers on the grab-
a-slice display for detection by an optical tracking system (Optotrak Certus,
Northern Digital Inc.). The Optotrak can localize each IRED marker with an
accuracy of approximately 0.1mm and a sampling frequency of at least 100 Hz,
using a rigid array of three cameras fixed with respect to the tabletop. All the
markers are mounted on the portion of the grab-a-slice apparatus that is rigidly
attached to the display itself. Thus the markers can be treated as a rigid body
by the Optotrak software to compute orientation and position for the display as
a whole relative to the camera array.

For our system to function, each point in the 3D image must correspond
uniquely to a point in physical space. This is achieved by placing the image data
at a fixed location relative to the camera origin. We adapted software originally
designed in our laboratory for displaying simulated and pre-acquired 3D data
with the SF. [21] The software takes measurements from the optical cameras
and performs the image slicing and rendering, all in real time.

Calibration of the grab-a-slice consists of the following procedure. An opti-
cally tracked stylus is used to find the 4 corners of the touch-screen display in
camera coordinates, and the scale of the displayed data is adjusted accordingly
so that the data is displayed as life-size (the scale may also be changed inten-
tionally). The grab-a-slice display is assigned to be at the mid-axial slice across
the thorax when placed at the center of the table with zero pitch and zero yaw.
The long-axis of the patient is assigned to the “range” or z axis of the camera
coordinate system.

As the apparatus is moved to other locations and orientations, the Optotrak
software continually reports the locations of the 4 corners of the display based
on their relationships to the IRED markers. To display the appropriate slice



Fig. 2. The grab-a-slice display showing CT images of the lung. Various locations and
orientations of the display result in corresponding slices through the invisible patient
being displayed. Degrees of freedom consist of 2 translations and 2 rotations.

from the 3D data on the display, the locations of the 4 corners of the display
are used to extract the appropriate slice from the 3D data set, by means of
a 3D texture mapping board (GeForce 8800, NVIDIA, Inc.). The method of
3D texture mapping interpolates voxels from a 3D data set onto polygons in
arbitrary planes for 2D display, in this case a single rectangle occupying the
surface of the touch-screen. [22]

A 3D dataset consisting of a (de-identified) CT scan of a human thorax was
used for our initial demonstration. The results are shown in Figure 2. As can
be seen, the displayed image content responds to movement of the apparatus
through the coordinate system of the CT image data.

Since the display is also a touch-screen, the operator can easily and unam-
biguously identify locations in the image coordinate system. This feature serves
as an intuitive 3D mouse. A separate immobile display (not shown) operates as
a control panel to activate the system, select the particular 3D data set to load,
as well as adjust brightness, contrast, and the additional transform parameters
discussed above.



4 Discussion

Grab-a-slice represents a potentially useful tool in medicine. We envision the
device to have at least three areas for clinical application.

One area is preoperative planning. Surgeons often examine medical images
before performing a procedure. For example, a surgeon attempting to extract a
bullet from a patient’s abdomen may look at an abdominal CT scan to iden-
tify the bullet’s location, possible obstacles, and to determine an optimal path
of approach. At present, the surgeon must cognitively relate this information,
displayed as 2D slices on a stationary screen, to the subsequent 3D interaction
with the patient in the operating room. Being able to examine the CT data
with grab-a-slice may provide the surgeon with a more intuitive sense of 3D
anatomical relationships, analogous to what is termed in the military as, “situ-
ational awareness.” The surgeon can preoperatively plan and record a surgical
path and demonstrate it to the surgical team. The screen may be located on a
table directly adjoining the patient, with the “invisible patient” oriented parallel
to the real one, thus making corresponding orientations and distances directly
comparable.

A second clinical application involves using grab-a-slice as a training tool.
Medical students, nurses, residents, and other health professionals often have
difficulty learning to interpret 3D medical images; the orientation of the pa-
tient and the relationship between slices is not always readily apparent. Medical
students in the anatomy laboratory could dissect a liver in the cadaver while
examining a grab-a-slice rendering of a CT scan of the same liver on an adjacent
table, gaining expertise with medical images at an early stage in their training.

A third clinical realm for grab-a-slice is diagnostic radiology. The particular
application we are studying is the diagnosis of pulmonary embolism (PE), an
acute, life-threatening, and treatable condition with over 650,000 incident cases
in the USA annually. PE is diagnosed by a combination of clinical symptoms,
laboratory results, and medical imaging to determine the presence, location, and
size of potential emboli. Radiological evaluation of CT data for evidence of PE
involves tracing branches of the pulmonary vessels containing suspected emboli
back to the heart, to determine whether the vessel in question is an artery or a
vein (pathologic emboli are always in the arteries). Tracing these vessels along
their course is a non-trivial task using a stack of 2D slices, and we are evaluating
whether it may be made easier and more reliable with grab-a-slice.

In addition to offering potentially useful clinical applications, grab-a-slice
represents a new platform for at least two areas of fundamental psychophysi-
cal research: 3D visualization and 3D navigation. The processes that humans
use to build up mental representations of 3D structures are of great interest to
the psychophysical community. Grab-a-slice could be used to study how humans
perceive curvature in 3D and to evaluate the ability to define a path through
a 3D maze structure. Navigation through a maze is analogous to a surgeon’s
preoperative and intra-operative route planning, avoiding obstacles to reach tar-
gets. The in situ nature of grab-a-slice provides a novel way in which to study



these human perceptual and cognitive processes, and compare them to those
used with conventional displays.

Potential pitfalls of the device include the added space required and the
ergonomics limitations on the extent of rotation and translation. The current
device is also quite expensive, due to the optical tracking system, but this can
be solved by substituting any of a number of cheaper technologies including
other optical, RF, or inertial tracking systems, as well as mechanical encoders.

5 Conclusion

We report here the first prototype of a tracked movable display in which tomo-
graphic slices through 3D data are viewed by moving the display through the
data space to show the slices in situ. Previously, with the SF, we employed a
virtual image to produce the illusion that the surface of the patient was transpar-
ent. Here, with grab-a-slice, we use a real image to slice through what amounts
to an invisible patient. Future iterations could be boom-mounted, similar to
displays already used in surgical suites, or light handheld wireless devices freely
manipulated in all 6 DOF. The approach holds promise for methods of graphical
augmentation using stereo to improve the ability of users to understand the raw
tomographic data in the context of the surrounding 3D anatomy and to improve
their ability to navigate through a the 3D dataset. Finally, we are exploring the
use of grab-a-slice to supervise semi-automated image analysis routines.
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