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ABSTRACT

The Sonic Flashlight is a device that permits real-time in
situ visualization of ultrasound images by reflecting cali-
brated images displayed on a flat-panel monitor from a par-
tially transparent half silvered mirror [1]. This system presents
the illusion that the ultrasound slice is “floating” within the
patient’s body, and we believe it will be a useful visualiza-
tion technique during ultrasound guided interventional pro-
cedures. While our preliminary research indicates that the
Sonic Flashlight is practical in a clinical setting [2], we lack
empirical data that demonstrate our hypothesized improve-
ment in needle placement accuracy. To this end, we have
designed a system that presents “virtual phantoms” to the
operator by tracking a non-scanning Sonic Flashlight and
a mock needle with a miniBirdTM(Ascension Technology)
magnetic tracking device. This system allows us to present
the correct slice through a stored image volume and com-
pute the error in position between the needle tip and the
center of the virtual target. Preliminary data suggest that
our device is capable of acquiring data that is consistent
with the physical movement observed during the test and
is qualitatively similar to data acquired in an earlier analy-
sis of surgical tool movement[3]. While it is not yet possible
to draw definitive conclusions about the impact of the Sonic
Flashlight on needle guidance, these data suggest that such
a study will be possible using the virtual phantom system
that we have developed.

1. INTRODUCTION

Many medical procedures require accurate insertion of a
needle into the human body. Common procedures where
needle placement is an important task include peripherally
inserted central catheter (PICC) insertion and needle biop-
sies. Ultrasound is often used to examine the portion of the
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body where the procedure will take place, for both preoper-
ative planning and intraoperative real-time feedback. Fixed
guides may be mounted to the ultrasound transducer to aid
in accurate placing of the needle. However, visual feedback
(in the form of a video image) is typically provided via a
computer monitor or video display, separate from the trans-
ducer. This separation introduces a problem of integrating
the image display and workspace.

To address this, several techniques have been developed
to superimpose the ultrasound image on the patient’s body,
thereby removing the need to shift focus between the two.
The desired illusion is that the ultrasound slice occupy the
physical location within the patient’s body from which the
data are acquired. One technique for achieving image over-
lay is to either fully or partially replace the operator’s direct
vision by means of a head-mounted display (HMD). These
systems track the position and orientation of the ultrasound
transducer relative to the HMD so that the ultrasound image
can be presented to the operator in the correct location[4].
Unfortunately, present HMD systems suffer from several
problems, including tracking lag, low resolution of the dis-
plays, limited field of view, weight, and cost. Additionally,
in a multi-user environment, each user must wear his or her
own HMD.

Real-time tomographic reflection (RTTR) is a simpler
method for displaying sonographic images in real time at
their correct physical location within the patient. This method
avoids some of the drawbacks of HMD systems but achieves
a similar effect by fixing the relative geometry of the trans-
ducer, the display, and a half-silvered mirror to produce a
virtual image of the sonographic image within the body[5,
6]. Each pixel in the sonographic image seems to emanate
from its correct location. Thus the patient, the sonographic
image, the instrument, and the operator’s hands are merged
into one environment for all observers looking through the
half-silvered mirror. Because of the in situ appearance of a
curvilinear ultrasound image, this implementation of RTTR
has been named the Sonic Flashlight. Since no positional
tracking or head-mounted apparatus is required, the cost of
equipping a sonographic machine with RTTR is relatively



small. In addition, the Sonic Flashlight requires only a min-
imal amount of additional computation to properly scale and
locate the image on the screen. Given that the registration
between virtual image and ultrasound beam is inherent in
the geometry of the device, and image post-processing is
minimal, there is very little lag between data acquisition
and virtual image generation (as compared to devices which
must also track both the user and probe).

Despite general enthusiasm among researchers, few quan-
titative data exist regarding the impact of augmented reality
tools on either the accuracy of needle placement tasks or
other performance measures such as total time required for
the procedure, the number of repetitions required to achieve
a successful placement, and so forth. A recent study by
Rosenthal and colleagues at UNC[7] - the first that we are
aware of to provide a quantitative analysis of augmented re-
ality guided needle biopsy - found that a “video see-through”
device produced a statistically significant improvement in
the accuracy of needle placement during ultrasound guided
biopsy.

The UNC system is based on a HMD and completely
replaces direct vision of the patient with live video images
acquired from head-mounted cameras. During their study,
a trained radiologist performed a series of needle biopsies
on a commercially available breast biopsy training phantom
under both augmented reality and conventional ultrasound
guidance. A video record of the procedure, recorded from
the ultrasound scanner, allowed post-operative assessment
of the accuracy of needle placement by a second radiolo-
gist who was blind to the guidance method used during the
procedure.

Despite the advantages of using physical phantoms for
ultrasound - specifically, tactile feedback and realistic acous-
tic behavior - it is worth noting that there are also several
problems with using them for quantitative analysis of nee-
dle biopsy. First, commercially available physical phantoms
are generally expensive. While these phantoms provide re-
alistic ultrasound images, repeated needle sticks eventually
degrade the phantom and it must be replaced. Secondly, and
more importantly, it is generally difficult or impossible to
accurately register the position of a biopsy target within the
phantom, and hence the quality of needle placement must
be evaluated using the imaging modality itself, as in the
study described above, where the ultrasound provided both
the guidance to the radiologist and the data for evaluation.

2. MATERIALS AND METHODS

In contrast to Rosenthal’s physical phantoms, we have de-
signed a system - quite similar in function to one devel-
oped by Weidenbach et al. [8] - that creates a “virtual”
ultrasound-like image by computing cross-sections through
stored medical image data in response to real-time position

and orientation data acquired from a miniBirdTM(Ascension
Technology) 6 DOF magnetic tracking device. Our system
consists of three primary elements:

1. miniBird tracking unit - chosen over optical technolo-
gies because of concerns regarding overall bulk of the
markers and potential for losing line-of-sight to the
tracked tools. The miniBird is a miniaturized version
of the popular Flock-of-birdsTMsystem.

2. Mock needle - a thin wooden dowel, chosen to mini-
mize the chance of magnetic interference

3. Sonic Flashlight - a modified form of the original pro-
totype without an active ultrasound scanner

miniBird
transmitter

Mock needle

Sonic
Flashlight

miniBird
receivers

Fig. 1. Overview of the virtual Sonic Flashlight

A 5 mm miniBird receiver is attached to the mock nee-
dle. Given that the needle is symmetric, we refer to the
end of the needle that will penetrate the target as the effec-
tor end and the opposite end as the operator end. The re-
ceiver is placed approximately 2 cm from the operator end
of the needle, leaving the majority of the needle’s shaft free
to penetrate the target object - this location also minimizes
the interference of the cable attached to the miniBird re-
ceiver with operator ergonomics. Software included with
the miniBird permits calibration of the needle to determine
the offset from the local receiver coordinate system to the
effector end of the needle. Repeating this calibration with
the operator end results in two tracked points that can be
used to compute a vector representing the position and ori-
entation of the needle in space.

Starting with a recent handheld prototype for the Sonic
Flashlight, we attached an 8 mmminiBird receiver to a plas-
tic crossbar located on the top edge of the half-silvered mir-
ror. The crossbar helps to increase the distance between the
miniBird receiver and the ultrasound transducer, reducing
the magnetic interference with the miniBird caused by the
metal in the transducer.



A custom software program written in C++ receives the
position and orientation of the two receivers from the miniBird
over a serial cable and uses components of the Visualization
Toolkit (available from http://www.vtk.org) to dy-
namically generate a planar cross-section through a 3D vol-
ume of image data based on the computed position/orientation
of the transducer tip. These images can be derived from real
sources, such as CT or MRI, or generated synthetically (for
instance, spheres of varying size). If this cross section is
displayed on a computer monitor, our system simulates the
behavior of a conventional ultrasound machine. If it is in-
stead displayed on the flat-panel monitor built into the Sonic
Flashlight, we can reproduce the effects of RTTR, i.e., the
slice is viewed in situ. An additional component of the sim-
ulation is the computation of the intersection, if any, of the
needle vector with the virtual image plane. This intersec-
tion point is displayed as a small circle of bright intensity
in the virtual image, mimicking the appearance of a needle
viewed in cross section with ultrasound.

Reflected virtual image

Flat-panel display

Fig. 2. Virtual ultrasound slice through an MRI of the brain,
displayed on laptop computer (left) and Sonic Flashlight
(right)

One notable aspect of biopsy simulation - haptic feed-
back - is somewhat limited in our current system. We pro-
vide physical resistance by registering a cardboard box in
the miniBird coordinate system using the needle tip. By
appropriately scaling and positioning the virtual image vol-
ume, we can achieve the illusion that the virtual image is
“contained” within the box. During needle insertion the
walls of the box provide a lateral movement constraint some-
what similar to that experienced during a real procedure.

The virtual ultrasound system operates in a loop con-
sisting of data acquisition, tool position/orientation compu-
tation, and slice rendering at approximately 20 Hz. Since
the needle is tracked at the same time as the mock ultra-
sound transducer, our system is capable of precisely cal-
culating the distance between the tip of the needle and the
target point within the virtual object. It is extremely easy to

switch between multiple phantoms, since this only involves
a change in the image data.

Cross-section of
virtual sphere

Fig. 3. Original concept (left) and implementation (right) of
virtual ultrasound

3. RESULTS

We performed a brief study in order to qualitatively assess
the functionality of our experimental setup. This involved
only a single user, who was familiar with the Sonic Flash-
light. The user was presented with a virtual sphere (see the
right hand image in Fig. 3) containing an interior sphere of
darker intensity to simulate a tumor and was instructed to
insert the mock needle into the cardboard bounding box in
a single smooth motion, attempting to terminate the move-
ment as close to the center of the interior sphere as pos-
sible. The subject performed 5 sequential insertions and
withdrawals of the mock needle; a plot of position error and
needle tip speed for the second insertion is shown below.
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Fig. 4. Plot of needle tip to target distance (position error)
and needle tip speed while aiming for a virtual sphere. The
error is 0 if the operator achieves perfect placement.

The subject consistently overshot the center of the inte-
rior sphere by approximately 5 mm. This is visible in Fig.
4 as a rise in error magnitude at t=5 seconds, prior to the
error stabilizing as the needle was held still. The consistent
overshoot error most likely results from limiations in our
tracking method. It is well known that large pieces of metal



within the Flock-of-birds workspace adversely affect is per-
formance. In this case the effect appears to be a systematic
distortion of the tracked position, rather than random error.
Below we describe our proposed solution to this problem in
more detail.

4. DISCUSSION

This study provides a proof of concept for the simulation
technique we have devised. Although accurate performance
was not achieved, the error was systematic and can be at-
tributed to the tracking device rather than the virtual ultra-
sound display. Improved tracking might be achieved with
the current tracking device, by using a dedicated mock Sonic
Flashlight that reduced the total amount of metal in the unit.
However, the flat-panel display (which has metal compo-
nents) is a required part of the Sonic Flashlight, regardless
of whether the data source is real or virtual. Another ap-
proach is to use an alternative tracking technology that does
not have the same sensitivity to metal. We are currently de-
veloping such a testbed, as described below.

Despite these problems, we feel that our implementa-
tion of virtual ultrasound phantoms is sufficient to demon-
strate that such a system could acquire data for human fac-
tors analysis of various modes of image guided needle pro-
cedures. In particular, we are pleased that our results show
a bell-shaped needle tip speed profile which qualitatively
matches that of a previous study of laparoscopic tools[3].
Most importantly, our system provides a fully automated
way of assessing accuracy of needle placement; data can be
acquired rapidly and analyzed with minimal post-processing.
In addition, our ability to change phantoms without altering
the physical setup of our system will make studies of multi-
ple phantom types much easier.

5. FUTURE DIRECTIONS

We are in the process of rebuilding our virtual ultrasound
system using an OPTOTRAKTM3020 (Northern Digital, Inc.)
active marker optical tracking system. Optical trackers are
not susceptible to magnetic interference, though maintain-
ing line-of-sight between the cameras and markers is re-
quired to avoid loss of tracking data. Because needle biopsy
is performed in a relatively small workspace, we don’t an-
ticipate that this will be a problem, particularly given the
success of Rosenthal et al. with a similar setup. Prelimi-
nary results with the new system indicate an improvement
in tracking accuracy of at least an order of magnitude.

Future studies will compare the accuracy of Sonic Flash-
light based guidance versus conventional ultrasound guid-
ance. We are also interested in analyzing the effect of target
characteristics - shape, intensity, and depth for example - on
the ability of the operator to hit a desired location. Results

from the latter study may indicate areas where online im-
age analysis can be used to improve operator performance
during ultrasound guided procedures.
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