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ABSTRACT

We have developed a system architecture that will allow a surgeon to employ direct hand-eye coordination to
conduct medical procedures in a remote microscopic environment. In this system, a scaled real-time video image
of the workspace of a small robotic arm, taken from a surgical microscope camera, is visually superimposed
on the natural workspace of a surgeon via a half-silvered mirror. The robot arm holds a small tool, such as a
microsurgical needle holder or microsurgical forceps, and the surgeon grasps a second tool connected to a position
encoder, in this case, a second robot arm. The views of the local and remote environments are superimposed such
that the tools in the local and remote environments are visually merged. The position encoder and small robot
arm are linked such that movement of the tool by the operator produces scaled-down movement by the small
robot tool. To the surgeon, it seems that his hands and the tool he or she is holding are moving and interacting
with the remote environment, which is really microscopic and at a distance. Our current work focuses on using a
position-controlled master-slave robot linkage with two 3 degree of freedom haptic devices, and we are pursuing
the use of a 6-to-7 degree of freedom master-slave linkage to produce more realistic interaction.
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1. INTRODUCTION

Robotic assistants are currently being introduced into surgery because they hold the promise of aiding or en-
hancing the capabilities of surgeons to perform more effectively in certain circumstances. One class of surgical
assistant is designed to transfer the motions of a surgeon to a different location or effective modality. These are
used to establish operator telepresence for a surgeon at a remote location, allow procedures to be conducted less
invasively, or to otherwise enhance surgical performance. The purpose of our research is to create a new human
interface for such a system, one which allows an operator to interact more naturally with a workspace located
at a distance and of arbitrary size. Our intent is, as much as possible, to make operating at a different location
or scale as easy and natural as performing more traditional local surgery.

The work described in this paper builds on research we have conducted in the real-time superimposition
of medical images with a natural view of the patient. The interface that we employ to create the illusion of
telepresence is based on the Sonic Flashlight,1–3 a device that enhances the visualization of ultrasound data.
The Sonic Flashlight combines an ultrasound transducer, display, and partially-silvered mirror in a novel way
to merge an ultrasound image of the interior of the patient with a natural view of the patient’s exterior. The
ultrasound image is reflected by the partially-silvered mirror, which is overlaid on the operator’s direct view of
the patient. The ultrasound image and natural view of the patient are combined in such a way that normal
stereoscopic vision applies, and the images merge correctly regardless of the viewpoint of the observer. Many
approaches to merging medical images with natural sight rely on tracking the patient and observer in order to
display the merged medical image at an appropriate angle and location. By strategically placing the mirror,
transducer, and display, however, the need for tracking the patient and observer is eliminated. The image of
the ultrasound slice, displayed at the correct size, can be reflected such that the virtual image of the interior
is merged in the correct location within the patient. The ultrasound data appears to emanate from its actual
location.
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For our current research, we extend the general approach of the Sonic Flashlight to create a system by
which an operator can employ direct hand-eye coordination to interact with a remote environment, possibly at
a different scale. In the Sonic Flashlight, an ultrasound image is registered with a direct view of the surface
of the patient. In the new system, the image of a remote effector in the operating field of a patient or other
workspace, at an arbitrary level of magnification, is merged with the direct view of a “mock effector” instrument
held by the operator. A “mock effector” is a tool in the workspace of the operator linked to the motion of
the actual remote effector. The mock effector combines an appropriately scaled version of the actual effector
instrument with a manipulator handle designed for optimal use in the hand of the operator. The mock effector is
electromechanically or otherwise linked to the actual effector such that motion of the mock instrument will cause
equivalent, scaled motion of the actual instrument in the remote workspace. As the image of the real effector is
merged with the operator’s view of the mock effector and his or her own hands, it appears to the operator as
if he or she were interacting directly with the remote (and perhaps differently scaled) real effector environment.
Given the eventual goal of integrating a force feedback, or haptic, interface, into the instrument linkage, this
setup will become effectively an immersive environment for performing remote interventional procedures (medical
or otherwise), allowing the system operator to use the integrated senses of sight, touch, and proprioception to
perform the remote procedures in a natural way. This approach is not limited to using visible-light views of
the remote environment. A system which combines different imaging modalities or overlays (such as real-time
ultrasound, CT, MRI, or surgical plan diagrams) into the merged remote display can also be envisioned.

Figure 1. A schematic for the prototype remote manipulator system.

In our past work, our lab has demonstrated a simple version of our system with magnified ultrasound.4 We
have also implemented a system based on light microscopy (Figs. 2, 3) which featured the basic desired image
merge characteristics of the interface. Although the electromechanical linkage of the system was not yet imple-
mented in that version, the system produced the correct visual illusion of interaction with an environment at
40x magnification. Our current prototype system, dubbed the ”Micropainter” (Figs. 4-7) has been created as
an implementation of the interface again using light microscopy, but this time implementing computer-mediated
electromechanical motion transfer. We chose to demonstrate the basic image merge and motion transfer capa-
bilities of the system through an apparatus by which we could draw very small pictures remotely. Although this
application is not directly relevant to medicine, it demonstrates the basic concepts. It is easy to envision the sub-
stitution of commonly used medical tools (e.g. forceps, scalpel, microsurgical needle holder) for the paintbrush
in the system we have implemented.



Figure 2. First image merge experiment local mock and remote real effectors. Effector, in this case a pulled glass
micropipette, is shown piercing caviar egg.

Figure 3. View from operator’s perspective of first image merge experiment.



2. CONSTRUCTION OF THE INTERFACE SYSTEM

For this system, we employed two SensAble Technologies Phantom haptic interface devices as the input and
effector devices. A SensAble 1.5 Premium model Phantom operating passively with 3 degrees-of-freedom joint
angle encoding was used as the input, and a Premium 1.0 model Phantom haptic interface operating with 3
active degrees of freedom was used to effect the motion of the real paintbrush. A video camera (VDI IR Pro) was
attached to a Zeiss OPMI-1 surgical microscope, whose objective was placed over the workspace of the effector
Phantom. A small paintbrush was attached to the end of the effector Phantom interface, and a piece of paper
was placed within the reachable extent of the brush (Fig. 4). A small blob of tempura paint was placed on the
paper.

Figure 4. The effector robot and attached instrument.

The digital video image taken from the surgical microscope was routed through a computer, which scaled the
image appropriately for projection onto the mock effector workspace. The mock effector workspace, where all of
the operator interaction occurred, consisted of a half-silvered mirror (34 x 23 cm) mounted 38 cm over a piece of
paper placed within the reachable extent of the passive 1.5 Premium model Phantom. The input Phantom was
placed such that its tip was viewable by an operator standing in front of the half-silvered mirror, and looking
through it. An LCD screen (ViewSonic ViewPanel VP201) was mounted 38 cm above the half-silvered mirror,
such that a projection of the image from the surgical microscope would effect the image merge feature essential
to our immersion scheme (Fig 5).

By aligning the display, mirror, and mock effector precisely, the virtual image of the actual effector workspace
merged with the operator workspace below the mirror occupied by the mock effector. The mock effector was
placed at the exact distance with respect to the mirror such that the illusion of immersion in the remote
environment was valid from any angle of view for the operator or, for that matter, for multiple observers
simultaneously. The image of the tip of the real effector and the operator’s natural view of the mock effector
were visually merged such that the appearance of working with the mock effector in the remote miniature
environment was established. The active (effector) Phantom was set to move at 1/10 scale with regards to the
motion of the mock effector actuated by the user. So, for example, a linear motion of 1 cm in the mock effector
environment would cause a movement of 1 mm of the paintbrush in the real effector environment. This scale



Figure 5. A view of the entire experimental setup.

was convenient for the particular robotic and optical instruments employed in this proof-of-concept. However
this general system could be used at any particular difference of scale.

The scale of the projection of the miniature (effector) environment was calibrated visually by adjusting the
projected digital image size such that the image merge was maintained throughout the range of motion of the
mock effector. The system was then used to perform Chinese calligraphy with a paintbrush (Fig. 7), enabling
the user to paint very small characters, among other things, while giving the impression of painting much larger
characters (roughly 20 cm square). Note the relative size of the penny to the drawing in Fig. 7. The image
registration that is pictured was valid from any point of view.

It is interesting to note that the SensAble Technologies Phantom device used in the system is normally used
as a haptic interface device rather than as an effector robot. To implement the scaled motion transfer feature
of the system with the Phantom, a PID controller was implemented to control the effector Phantom. Periodic
procedures monitored the position of the input and output instruments, and a third periodic procedure used the
PID controller to adjust a force on the output Phantom such that it would move to the correct scaled position.
The PID parameters that controlled the position of the phantom were adjusted such that it would quickly and
accurately track the input Phantom. The output Phantom consistently achieved a position within 1/2 mm of
the correct scaled-down position of the input Phantom within the plane of drawing.

Since 3 degrees of freedom total were available for manipulation of the robot, only position information about
the tip location, without the tool orientation, could be transferred. Since the input and output devices were
kinematically different, and working at different scales, the orientation of the tools between robots was skewed
to some degree as the tools moved to the extents of their drawing planes. The image merge of the position of the
tool tips in the plane of drawing was correct, but the out-of-plane location of the tools was slightly skewed at
drawing locations away from center. The version of the system currently under development, which will employ
a 7 degree-of-freedom output robot (see below) does not have this limitation.



Figure 6. The view from below the half-silvered mirror

3. DISCUSSION AND FUTURE DIRECTIONS

A photo of the system, taken from the point of view of the user, is shown in figure 7. Although the application of
remote microscopic calligraphy lacks clinical relevance, the motion transfer, remote visualization, and immersive
feel of the system are directly transferable to many different fields where remote and/or differently scaled manipu-
lation of an environment is desired. This system has possible application in many areas of medicine, microbiology,
and engineering. One can imagine a version in which forceps and needle holder motions are transferred to perform
microsurgery, where an operator could experimentally manipulate individual cells with a robotically controlled
micropipette, or where a user could perform microscopic machine fabrication in an engineering context.

An important limitation of the current system that should be noted is that the visual merge is only viewpoint
independent in the plane of the painting. For a tomographic imaging modality such as ultrasound, the visual
merge is accurate at the instrument tip if the image contains it. For a non-tomographic modality such as light
microscopy, the merge is only completely accurate at the focal plane of the microscope. One can compensate
by adjusting the focal plane of the microscope as the effector tool moves toward or away from the microscope,
which is equivalent to projecting a different plane of a tomographic modality. Our current system does not yet
employ such a compensatory mechanism, but one is planned for future versions.

Currently, we are working on implementing a six degree of freedom version of the project, using a Barrett
Technologies Whole Arm Manipulator as the effector robot (Fig 8). A SensAble technologies Phantom with
an extra 3 degree of freedom end-tip orientation encoder will be used as the input device. With six degrees
of freedom input and output, the orientation of the actual effector, in addition to its position, can be made to
match that of the mock effector. With such a system, more realistic interaction with a variety of tool types may
be achieved while preserving tool orientation. We are also pursuing the implementation of a system that corrects
the out-of-plane skew of the current system. To do this, the focal plane of the microscope would be adjusted as
the tool is moved toward and away from the objective. In the actual clinical tool, of course, we would greatly
reduce the size of the manipulator system in order to interact with much smaller environments.



Figure 7. From the point of view of the operator.

Figure 8. The Whole Arm Manipulator, which has 7 total degrees of freedom.
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